
 
 

Abstract 
Most enterprises build their own private clouds instead of public clouds for protecting their 

sensitive information. Recently companies alter the cloud solutions toward lower expenditure 
one such as OpenStack. However, the migrations of virtual machines or implementation of 
multi-clouds are quite arduous. Moreover, when integrating original VMware ESXi hosts into 
OpenStack, for breaking the networking limitation, we have to pay a high expenditure to 
exploit VMware NSX. For this reason, we substitute VMware NSX with OVSvApp to connect 
VMware and primitive OpenStack network environments. 

In this paper, we use software-defined networks to practice a multiple cloud solution on 
OpenStack to leverage different cloud environments with one unified networking operation 
perspective, achieving the purpose of multiple hypervisor-unawareness. 
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I. INTRODUCTION 

According to the estimation [1] from the cloud market research organization RightScale, 
85 percent of enterprises are adopting multiple cloud solution to meet their needs. VMware 
vSphere/vCenter is still the most popular private cloud solution in enterprises now. However, 
private cloud is hosted within their own data centers on company-owned resources, it also 
comes with a number of drawbacks including the requirements of the high level of technical 
domain knowledge, the frequency of maintenance and the implementations of operation 
workloads. For this reason, enterprises are looking for more suitable solutions to manage their 
own data centers without extra costs. As a result of this, most of them are turning to use 
OpenStack to manage their different platforms. 

In addition, the migration of virtual machines is laborious due to the limitations on network 
capabilities of different hypervisors in OpenStack; hence, for breaking the original limitation 
of networking architecture, we use OVSvApp solution to fit the networking features which 
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OpenStack Neutron provides. Moreover we make it get more network functionalities to 
manage the original enterprise networks directly and allow users migrate their virtual machines 
across on different clouds easily than before.   
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II. MOTIVATION 

Most enterprises build their own private clouds for protecting sensitive information. But 
while accelerating business development, private clouds also bring huge capital 
expenditures, forcing them to find lower-expenditure alternatives such as OpenStack. 
However, when changing the solution to OpenStack, it requires high-level technical domain 
knowledge and has a lot of network architecture restrictions for VMware. For example, 
when we changed solution to OpenStack, we found that VMware without NSX networking 
solution has many problems, such as it can only support legacy architecture of Nova network 
and has many functional bugs which wait for being fixed. 
  

477



 

III. RELATED WORK 

OVSvApp [2] is an OVS-based Neutron networking solution on OpenStack, developed by 
Hewlett Packard Enterprise (HPE). In the traditional ways, when cloud providers want to use 
OpenStack with VMware vSphere using open source elements, he/she can only do so by 
relying on nova-network. In the past, there are no viable open source reference 
implementations for supporting ESXi deployments that would help cloud providers to 
leverage some advanced networking capabilities that Neutron provides. However, from the 
kilo/mitaka release of OpenStack, OVSvApp provides cloud providers a native Neutron 
supported solution for vSphere deployment which steers the ESXi tenant VMs' traffic through 
it. 
 

OVSvApp solution allows the customers to host VMs on ESXi hypervisors together with 
the flexibility of creating port groups dynamically on Distributed Virtual Switch / Virtual 
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Standard Switch, and then steer its traffic through the OVSvApp VM which provides VLAN 
and VXLAN underlying infrastructure for tenant VMs communication and Security Group 
features based on OpenStack.  
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IV. OVSVAPP ON OPENSTACK OVERVIEW 
As shown in above diagram, OpenStack can manage different hypervisors at the same 

time. Therefore, it is easy to form a multiple cloud environment. In addition, OpenStack 
operates VMware vSphere via VMware vCenter CLI. Each OpenStack Nova compute node 
manages one ESXi cluster, and each cluster has an OVSvApp VM, which receives VM’s 
traffic and apply several security group rules on it. After that, OVSvApp VM forwards 
network packets via OpenvSwitch bridges to other ESXi hosts. 
      Furthermore, when we launch a new VMware instance, OVSvApp VM will generate a 
corresponding port group on the underlying distributed virtual switches based on its network 
configuration, and then the instance will be connected to it into an isolated network 
environment. 
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V. OVSVAPP INTERNALS 
OVSvApp VM [3] which runs OVSvApp L2 agent waits for cluster events like 

“VM_CREATE”, “VM_DELETE” and “VM_UPDATE” from VMware vCenter server and 
acts accordingly. And then OVSvApp agent also communicates with the Neutron server to get 
information like port details per VM and security group rules associated with each port of a 
VM from the Neutron server to program the OpenvSwitch within OVSvApp VM with flows. 

 
In general, OpenvSwitch in the OVSvApp VM comprises three OVS bridges: Security 

Bridge (br-sec), Integration Bridge (br-int), and Physical Connectivity Bridge (br-ethX) 
in case of VLAN (color Green) [4], and Tunnel Bridge (br-tun) in case of VXLAN (color 
Red) [5]. 

 
Security Bridge (br-sec) receives tenant VM traffic where security group rules are applied 

at VM port level. It contains flows in OVS based on the tenant’s OpenStack security group 
rules which will either allow/block the traffic from the tenant VMs. 
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Integration Bridge (br-int) connects Security Group and Physical Connectivity Bridge or 
Tunnel Bridge. Integration Bridge is used for leveraging existing OpenStack OpenvSwitch L2 
agent feature to a maximum.  

 
Physical Connectivity Bridge (br-ethX) provides VLAN connectivity to the underlying 

network interface cards. 
 
Tunnel Bridge (br-tun) is used for establishing VXLAN tunnels to forward tenant traffic 

on the network. 
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VI. CASE STUDY: MULTI-CLOUD SOLUTION OF CHT SOFTWARE-DEFINED 
DATACENTERS 

In this paper, the cloud platform we implement multiple cloud solution on OpenStack is 
our SDDC platform. It is an Infrastructure as a Service (IaaS) for enterprises developed by 
Chunghwa Telecom. 
  

For Heterogeneous Platform Integration, it can support various different hypervisors like 
KVM, VMware and Docker. Moreover, it can also support other public clouds for assisting 
customers to concentrate on their businesses. In addition, it can manage some private cloud 
platforms like VMware vSphere and KVM at the same time. Especially, it can also support 
containers orchestration management. 
 

For Elastic Virtual Enterprise Network Provision, it supports Software-defined Network 
Management (SDNM) and Network Function Virtualization Management (NFVM). For 
instance, in the software-defined networks, Service Function Chaining (SFC) can help 
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enterprise users dynamically organize their internal network requirements and improves the 
flexibility of network function orchestration. Also, if enterprise users would like to advance 
the performance of networking, we will use SR-IOV or DPDK to help them improve 
networking performance. 

 
In addition, the more important thing is our SDDC solution can leverage different cloud 

environments through a unified perspective, allowing users to extend the existing private 
clouds directly without worrying about the migration cost of cross-platform.  
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VII. THE CONCEPT OF SDDC SOLUTION 

First, our SDDC platform is an integrated portal to operate different clouds with self-
developed the SDN management, and we use them to operate OpenStack Neutron networking 
as well. Also we have multiple different hypervisors to meet the needs of various customers, 
such as KVM, VMware and Docker containers. 

  
Second, for achieving the purpose of interconnection of different networking architectures 

in corresponding hypervisors, we use custom OVSvApp agents to operate the underlying 
distributed virtual switches of VMware vSphere. The operation of OVSvApp agent is like 
OpenvSwitch L2 agent, it can not only natively support networking capabilities that Neutron 
provides but make some flows to forward packets to its destination. Then the underlying 
physical SDN switches would do packets processing and forwarding via flow entries. However, 
through the flow tables, either VLAN tags in VLAN network or VXLAN ID in VXLAN 
network, it can be transmitted via software-defined networks. 
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At last, we manage the cloud resources which are located in different clouds through a 
unified perspective, allowing users to extend their existing private cloud without worrying 
about the migration costs between different clouds. 
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VIII. CONCLUSIONS 
In this paper, our solution supplies unified operation perspective for multi-cloud by 

integrating OVSvApp agents and fundamental network functions in OpenStack so that cloud 
users do not have to worry about the management problem of virtual machines which is 
running on different platforms. 

In the future, we will provide a more flexible, isolated, and integrated network 
environment to improve network performance, and make it easier for users to manage their 
devices. 
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