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Network monitoring

❖ Polling and sampling
▪ Polling interval 

• Not real-time

• Coarse-grained

• Require continuous polling from the monitoring probe

▪ Sampling

• May miss important information (such as micro-burst)
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❖ For SDN - OpenFlow switches
▪ OpenNetMon: [N. L. M. van Adrichem et. al., NOMS 2014]

• Adaptive polling

▪ OpenSample: [J. Suh et.al., ICDCS 2014]

• Sampling for detecting elephant flows

❖ For programmable data plane switches
▪ In-band Network Telemetry
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In-band Network Telemetry

❖ Definition
▪ “A framework designed to allow the collection and reporting

of network state, by the data plane, without requiring 
intervention or work by the control plane” 
http://p4.org/wp-content/uploads/fixed/INT/INT-current-spec.pdf
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In-band Network Telemetry

❖ Advantages
▪ Real-time, packet-level granularity, polling-free

▪ Complete view of network state in the flow’s path

❖ INT implementation
▪ Implemented in the data plane

• NPU, FPGA

• P4 supported hardware
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IntMon - P4 and ONOS

❖ P4 - programming protocol-independent packet 
processors
▪ Program how packets should be processed in the data path

▪ Match/action approach
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format
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IntMon - P4 and ONOS

❖ P4 - programming protocol-independent packet 
processors
▪ Program how packets should be processed in the data path

▪ Match/action approach

▪ Allow programmable packet processing, custom packet 

format

❖ P4 and ONOS
▪ P4 supported in ONOS

• ONOS-BMv2 subsystem in ONOS 1.6
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❖ INT as TCP/UDP shim header
▪ INT spec: http://p4.org/wp-content/uploads/fixed/INT/INT-current-spec.pdf
▪ INT Port: use a specific port for INT

IntMon - INT packet format

O bit: indicates that INT pkt is sent to ONOS
INT len: length of the INT header + data
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IntMon - INT data

❖ Per-switch information
▪ Switch ID

▪ Ingress port, egress port

▪ Hop latency

▪ Queue occupancy

▪ Ingress timestamp

▪ Queue congestion status

▪ Egress port TX utilization

❖ Others are possible
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IntMon - Architecture

❖ IntMon switch

▪ Parser: parse Ethernet - IP - 

TCP/UDP - INT

▪ Forward: forwarding table

▪ INT process: add/remove INT 

data, send INT packets to 

ONOS
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IntMon - Architecture

❖ IntMon ONOS application

▪ IntMon control: which flows to 

monitor, which data to monitor

▪ IntMon collector, processor: 

receive and process INT data

▪ Sw.json: compiled from P4 INT 

code, then deployed to BMv2 

switches

▪ Java Interpreter: mapping 

ONOS rule - P4 rule
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IntMon - Code

❖ IntMon switch
▪ P4 language
▪ Example: if pkt is at final switch (sink), then 

restore original packet;
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IntMon - Code

❖ IntMon controller
▪ if pkt is at final switch (sink), then 

restore original packet;
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IntMon - Interface

❖ Controlling interface
▪ Multiple flows with wildcard support
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IntMon - Interface

❖ Monitoring interface
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Discussion

❖ Problem: original INT sends all INT packets to the 
monitoring probe
▪ 1 packet in network ~ 1 INT packet sent to monitoring probe

• Information duplication, high CPU cost
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Discussion

❖ Problem: original INT sends all INT packets to the 
monitoring probe
▪ 1 packet in network ~ 1 INT packet sent to monitoring probe

• Information duplication, high CPU cost

❖ Solution
▪ Remove unnecessary information

• Only send INT packets to ONOS when the value exceeds a 

threshold (e.g., hop latency)

▪ External Collector
• Multiple instances to share the load

• Send the aggregated data to centre ONOS controller
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Discussion 

❖ Problem: High INT bandwidth overhead
▪ Every packets carry INT information through their path
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Discussion

❖ Problem: High INT bandwidth overhead
▪ Every packets carry INT information through their path

❖ Solution
▪ Use Sampling for some specific purposes (e.g., elephant flow 

detection)

▪ Need option to enable/disable sampling
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Summary

❖ Network monitoring
▪ Problems, related work

❖ In-band Network Telemetry
▪ A new method for real-time, fine-grained network monitoring

❖ IntMon: INT monitoring in ONOS
▪ IntMon packet format: INT data as TCP/UDP shim header

▪ IntMon P4 switch

▪ IntMon ONOS application

❖ Future work
▪ INT pre-processing in P4, external Collector

▪ Sampling
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Q&A


